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Developing intuition for theontent of adigital collection is difficult. Hierarchies o$ubject
terms allow users to explore the space of topics thaillection covers, tdorm andspecialize
useful query termsand todirectly identify interesting documents. We desciie interfaces
for navigating such hierarchies, and present a techniffuanferring hierarchies automatically
from large corpora. We also discusscalability issuedfor the techniques involvedand our
solutions to these problems.

1 Introduction

How can you browse a digital library? Its appearance gives little clue as to what lies indsdest At
physical collections occupy physicsppace, present hysical appearance, and exhitangible
physical organization. When standing the threshold of a large library ongains a sense of
presence and permanenbat reflects the care taken liilding and maintaining theollection
inside. No-one could confuse it with a dung-heap! Yehendigitalworld the difference is not so
palpable. What lies beyond that front page—a carefully-selectecbllection or amorass of
worthlessephemera?—half a dozen documents or many millions? Maueno choice but to
believe the home-padgaurb—to judgethousands of books by single cover?How can you
experiencea digital library, as you would stroll through the stacks of a physical one?

The opacity of digital collections isnormously frustrating. Precisebecause the collection is
available digitally itshould beamenable to automatiadexing, summarization, andsualization
techniques, which ought to make browsing particularly easy and meaningful. Stubdresveing
have shown that it is a richand fundamental human informatidrehavior, amultifaceted and
multidimensional activity(Chang and Ricel993). Research is progressing on arsenal of
technigues that head in quite different directiopBysical-space metapholi&e virtual-reality
libraries (Hearst &aradi, 1997),navigation metaphorbke hypertext, information-spacenes
like topic clustering and visualization (Cuttireg,al, 1992), people-oriented approaches based on
formally-defined roledike network librarians or informabneslike intellectualencountergroups,
market-oriented schemdike negotiation betweemgents,ethological oneslike foraging, and
agricultural ones like harvesting and berry-picking.

Despite the interestnd activity in these excitingnew possibilities, it is direct, explicit, searching
that dominates the digital library scetmday—for browsing as foeverything else. Full-text
retrieval makes ipossible, in principle, téocate relevantnformation very efficiently in a huge
collection. Retrieval of matching documenteolves bothprecision (not returningirrelevant
documents) andecall (not overlooking relevant documen{§alton, 1989),and therehas been
much research on how taximizeprecision andecall given a particulaguery (Harman, 1992—
96). In practice, the question posed at the beginning of this article tends to be answaetahgy
a selection of queries more or less haphazardly to gain a feeling for what the collection holds.

This paper describes a new waygefting togrips withthe content of a collection. Theea is to
build a hierarchical subject index automatically from the text of the colletsielf. Thisindex is a



hierarchical structure ophrasesthat appearfrequently. Presentethteractively to theuser, it
provides a new foundation for browsing. Figure 1 showsxample of thenterface, whichwill

be discussed more fully in due course. Briefly, usars select anyord fromthe lexicon of the
collection (the wordndexhas been selected in the left-hand column), see which phrases it appears
in (center column), select one of themdéxing and retrievaland see the larger phrases in which
it appears (right-hand colummnly part of thewindow is shown inthe figure, and columns
continue to theight. This isreminiscent of the permutetitle or keyword-in-context (Kvic)
indexes of days gonby. However,there aretwo crucial differences. First, &hierarchical
structure of phrases is identified. Tigseatly reduces the size of the index atldws the user to
home in on useful information in logarithmic tinfeecond the phrasesare restricted téhosethat
occur more than a preset number of times—usually twicenore. This shiftsattention from
individual items towards the content of the collection as a whole.

Phrase browsing allows usersdain a feelingfor the kind of topicsthat are treated in the
collection. As a bottom-up, lexical approach, it lies atdpposite end ofhe spectrum tdolistic,
semantic, methodge documentclustering. Both kinds ofechnique aremportant, and future
solutions will incorporate a variety of different approaches, offering different things to people with
different cognitive styles or different kinds of requirements.

This paper describebe techniqguehow the index can berowsed,what it feelslike to use, and
also howthe index iscreated. We have developed an algoritfwalled £QuiTur) thatinfers a
hierarchical structure gfhrases from a sequencedigcretesymbols. It isvery efficient and can
easilyprocesdarge amounts atfext (our main example irthis paper is based oncarpus of 62
million words). The details of the algorithane not central tthis paper and sare deferred to an
appendix.More important, for presenturposesare thekind of phraseghat areidentified, and
how theycan be displayed in larowsable formThis paper gives many examplestioé phrases
generated to convey a feel for this new way of browsing, and describes interfaces for both local X-
windows access and remote access tweWorld-WideWeb. Finally, we discusthe distinctive
features as well as some shortcomings of this approabhotesing the content of document
collections, and review opportunities for future work.
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Figure 1 Part of a typical browsing screen for the Computists’ Communique collection
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Figure 2 Hierarchies for Genesis 1:1 in (a) English, (b) French, and (c) German

2 ldentifying index terms

The FqQuiTur algorithminfers ahierarchical structure ophrases from a sequence discrete
symbols.The technical details of the algorithm aescribed in the Appendix: here we indicate,
through examples, what it can do.

SEQUITUR can operate on any sequencetadens and infers structure frorapeatedsubstrings.
When individual letters arased as tokens, it successfultientifies mostwords, including, in
some cases, their morphological structure, and some short phrases. FRboresparts ofthree
hierarchies inferred from the text of the Bible in English, French, and Geifirharhierarchies are
formed without any knowledge die preferred structure e@fords and phrasesput nevertheless
capture many meaningful regularities. Figure 2a,the word beginningis split into begin and
ning—a root wordand asuffix. Many words and word groupsappear as distinct parts in the
hierarchy (spaces have bemade explicit by replacing themith bullets). The same algorithm
produces the French version in Fig@te wherecommencemernis split in an analogousay to
beginning—into the root commencend thesuffix ment Again, words such a8u, Dieu and
cieux are distinctunits inthe hierarchy.The Germarversion in Figure 2correctly identifies all
words, as well as the phrage Himmel und dieln fact, the hierarchy fahe heaven and the
Figure 2a bears some resemblance to the German equivalent.

For the subject hierarchidisat are the topic ahis paperwords rather than individual letters are
used as tokens. Figure 3 showsnaall example oksuch a hierarchyThe graphicalversion in
Figure 3a mirrors the structure of Figure 2, whereas Figure 3b shavegivis representation as a
grammar.Eachbranch in the hierarchgorresponds to aule in the grammar.The rules that
SeQuITUR creates will be illustrated by a grammar constructed from a lerdg of 7000computer
science technicakports,part of thel.9 Gb corpusomprising the Computer Sciengechnical
Report collection of the New Zealand Digital Library (Witiethal., 1996). Pertinent details of the

a l b s. .A.

A - B (pcfgs)

B - probabilistic C
C - D grammars
D - context free

probabilistic context free grammars (pcfgs)

Figure 3 A small word-based hierarchy displayed (a) as a tree and (b) as a grammar



Sample 7000 reports from 37 FTP sites
380 Mb, 62 million words

Vocabulary 270,000 words
121,000 hapax legomena

Grammar 2.5 million rules (phrases)
3.3 symbols/rule on average
(9.6 words when fully expanded)

Time to infer grammar 20 minutes
Table 1 Sample grammar formed from computer science technical reports

collection are summarized in Table 1. The reports were presented as a sequencks,aind all
words were mappedsomewhat arbitrarily, to lower case befgecessing. This produced a
vocabulary of 270,000 words, nearly half of whene hapax legomenathatis, wordsthatonly
occur once in the corpus.

In any hierarchy produced bye@uiTur, the rule headed by the stmymbol S expands to
reproduce the entire sequer{oé 62 million words, inthis case). In Figur8b, forexample, the
ellipses before and after the non-termifa rule S indicate therest ofthe documensurrounding
the phrase, which we have not bothered to write out (the ellipses expanadnitidd?words less
five). This initial rule has rather a different character to tlmthers. All other rulesexpress
regularities in the originadequence, ithat theircontents must occur at leastice. The top-level
rule receives the leftovers; the unique sequences that do not recur. In the grammar produced for the
sample of Table 1, the initial rule contained 16 million symbols—about a quartee otumber of
words inthe originalsequenceThere were2.6 million other rules, that is, phraseshaving an
average of only8.3 symbols ortheir right-handside. Because the grammar is hierarchical, some
of these symbols are non-terminals that refer to other gramutesr On average, grammar rule
expands to 9.6 words if all the non-terminals in it are expanded recursively.

Figure 4a shows the first few rul#sat involve thewvord grammar which occurs @otal of 5109

times in the text. The rules appear in decreasing order of occufrequency, andhe number of
times eachoccurs is given orhe left. Thusthe most frequent phrase the grammar (which

occurs 426 times in the text), followed hftribute grammaranda grammar Thefirst and third
phrases are of little interest. However the secatidbute grammayis justthe kind of entrythat

one would like to see in a subject index.

Wordsthat occurvery frequently obscure information. Tokdike a andthe degrade the index
because &uiTur often uses them to form rules, but they &ild meaning to thghrase. It is of
little interest that themost common phrase involvinthe word grammar isthe grammar.
Consequently, in Figure 4b wevesuppressed ruldgbat differ from their parent ruléor parent
word) merely by the addition of a commevord! In practice, somewhat over half tfe rules
formed by &QuiTur arespurious onethat donot add anything meaningful because they differ
from their parent rule only bthe inclusion ofwords that appear in thbundred mostommon
words.

As Figure 4bshows, suppressingninteresting rules generates a much more worthwhile set of
phrases. In facthalf of the twelvephrasesvisible here are definitely index ternfer this
collection—attribute grammar context freegrammar montague grammarbison grammag

1 In fact, these rules are not actually suppressed, but expanded one further level. This is explained in
more detail later.
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Figure 4 Some rules containing the waychmmar:

(a) Rules without stopword suppression, (b) Rules with stopword
suppression, (c) Expansion of the second line in (b) and

(d) Expansion of the first line in (c)

categorical grammarandreber grammarOf the othersgrammar rulesgrammarrule, grammar
inference and perhapmterpretation grammaiare arguably index terms all. Thefirst entry
in Figure 4b corresponds to the grammar rule

A - attribute grammar

It is unfortunatethat the same termppears again ldatle further downthe list, in the phrasean
attribute grammarThis is because a rule

B - an attribute
was created prior to ruk above, and this caused a new rule

C - B grammar
to be formed instead of

D - anA



—which would expand tthe samehing. Thislastwould have been vastly preferable because it
would have increased the strength of Al&lowever, &QuiTur is a greedy algorithm: oncerale

is formed, it isnever reconsidered. More sophisticated approaetould have such serious
consequences in terms of computational complexity that it would be completely impossible to form
grammars of anything like this size. In faitte problem of finding a set gihraseghat produces

the smallesphrase-structure representatiorkiown to beNP-complete (Storer an8zymanski,
1982).

Figure 4c shows expansions thie second phrase of Figure 4bpntext freegrammar This
section of the hierarchy corresponds to rules

E - context free grammar
F - probabilistic E
G - reduced E

H - Ecfg
| - E recognition
etc.

The phrasegrobabilistic context freggrammar reduced context fregrammar andcontext

free grammarrecognitionare valuable index terms; the remainpigases in Figure 4are not.

The phrasecontext freegrammar cfgserves tantroduce an abbreviatiomhe occurrence ok
probabilistic context freggrammarindicates that thehrasea probabilistic was created before
context free grammaganother manifestation of the suboptimality of the rule formair@cedure.

Below this point the phrases thare encountered hawaly been seetwo or threetimes, so it is

not surprisingthat they donot appear to be useful indésrms. Howeverthey are left in the
display, because they fulfill another role: they provide access to actual documents in the collection.

There argust nineexpansions oprobabilistic context freegrammar and theseven lines of
Figure 4d coverll of them. Now a newphenomenon appears: excépt the first two, these
phrases do not participate in grammar rules but appear as componentsSpttmaléop-levekule.
ﬁ(ecall thatthis initial rule contains 16 milliorsymbols.Buried somewhere in there is something
ike
... grammarsand show that a F using .definitions and properties a F is just an ...
work best with current day F pcfg parsers ... the highest probability of any thdor
... of the text given the F unfortunately ...

However, it is likely that many of the terminal symbols shown here are also represented by higher-
level rules, and so ru®might contain something more like

S- ...PandQFusing..RaFisT..UwithVFW...the Xofany FY ... of Z the
F unfortunately ...

with appropriate expansions for the non-termifgal, RT, U, V, W, X, Y andZ. Excerpts from
the actual technical report text are indicated as such in Figure 4d by the ellipses.

Even at this low level of the hierarchy there are valuable discoveriesniad®e The expansion of
the second rule of Figurdd, probabilistic context freegrammarpcfg, leads to an interesting
inference:pcfg is beingused as a synonym fgorobabilistic context-freegrammars The
implication that this acronym is used in place of the phrase is potentially extremely usefiskrthe
may decide to perform another search on the abbreviation, because it ishiedynce ithasbeen
defined,the acronym alone will based (infact it occursalone 87 times in this collection). It is
interesting to considdrow thisinformationwould have beerbscured in a differenthethod of



presentation—it is hard tmnaginesuch a discoveryaking place in the absence ofparase-
browsing techniquehecause the co-occurrence oplarase and an abbreviation usudilys no
special significance. This phenomenon is not uncommoiactrit also occurs irthe third rule of
Figure 4ccontext free grammar cfg

3 Interactive browsing

We have built two browsers for this phrase hierarchy,vaitéen in Tcu/tk for X-windows, and
the other written as a Jawappletfor Web browsing. Figure 1llustrates the formerfigure 5 the
latter. The screen display Kigure 1 shows hierarchy base for variety’s sake) on different
corpus, the Computists’ Communiquévww.computists.com)This is an on-line Al research
newsmagazine, operating sind®91, which includes grant and funding opportunities, industry
news, Internet and Web information, on-line resources, research disdigtsiogsoftwareoffers,
software development resources, and career and entrepreneurial tips. The exaRglegesid—8
are taken from the corpus described in Table 1.

The X-windows browser

The X-windows implementation displays the full vocabulary ofdbkection (at the left oFigure

1). This means that a browsing sesstan take place entirelyith a mouse.Every path through

the hierarchy leads to a phrabat is guaranteed to occur in tballection. In practicehowever,

the vocabulary is far too large to permit convenient access purely by scrolling. Keystrokes serve to
scroll the list to the appropriate place, so that a prefix can be entered keyliward to evoke the
appropriate range of words on the screen.

In Figure 1 the user has selectedexfrom the vocabulary and the phrases it appeasseisted

in the next column to the right. For examplelex htmappears six times. Nothat this particular

phrase appears as artifact of word parsing: itemanates fronthe filenameindex.htm—as of

course doemdex htm| further down the list. It is encouraging that these junk entries consume far
less space in the list than they would in a conventional doetye termindex Eachphrase can

be selected and expanded in turn. The usesdlasted th@hraseindexing andretrieval, which

also appears six times in the corpus. In this particular case, each of these six phrases occurs exactly
once and cannot be expanded any furtherfadh they arall flanked by ellipseghat would be

revealed by scrolling the third column horizontally.

In generalthe usercan traverse thgrammar, extending anidence specializing thguery term.
Everyword istheroot of atreestructurewhoseleaves are the occurrencestbéat word in the
collection. Occurrences in other rule® internahodes corresponding to phragkeat contain the
word. Those phrases are themselves used elsewhere in the graitiraain the top-level rule or
in other rules for longer phrases. It is possible to stop at any internal node ahdt phease as a
guery term, or continue following the tree to a leaf and retrieve the corresponding document.

SeQuITuR treats different words as completely differegimbolseven though theynay be closely

related lexically. The interface overcomes this problem by stemming queries and expanding them to
include related words from the lexicon. For example, in Figuiteeliser haselectedndex, but

the interfacedisplays phrasemcludingindexed, indexersndexes,andindexingas well. This

process is explained in more detail in Section 4

Another feature concermapax legomenasenerally, between 30% and 50%ttué words in the
vocabulary of any collection appeanly once (inTable 1, theproportion is45%). Thesewords
can never generate a phrase hierarchy, and are unlikely to be of interestdertbé& a browsing
tool whose purpose is to giveeel for the general content of @rpus—even though theyould
be highly significant ifused in anyparticularquery. Any words that appeatessthan asmall,
preset number of times are not included in the vocabulary list and are printedwheareverthey



appear in the other columns. The user can change the threstiblt #tere are no rakgords, or
so thatwordsthat occurfewer than acertain number of times a@nsidered rare; this is done
interactively using the Rare Wordsmenu item. In Figure 1the only rare word visible is
syntactica which appears othe fourth line of theindexing andretrieval column: in fact it
appears in red although this is not apparent in the Figure. Incidentally this word is adoranh
Syntactica indexing and retrieval system$ossibly interesting feature thie collection that we
would surely never have noticed without such a browsing tool.

As noted earlier, common words are used to weed out profitless phraseddikag andy only
displaying phrases that differ from their parents by at least one non-comondnWhen theuser
performs a search fandex the phraseindexing andis not returned becausend is not an
interesting word. Conversely, the phras®mwledge indexs displayed becaudenowledgeis an
interestingword. Phraseshat arenot interesting are expanded until theybsume ateast one
further interestingword. For example, whenindexing andis expanded it generates several
interesting phrases, includimgdexing and retrievahndautomatic indexing and fact extraction
from. Common words ar&lentified asthosethat occur more than a certainmber of times—by
default, one hundred times. In this interface, common words are shown iragdathethreshold
can be changed interactively using @@mmon Wordsenu item.

The Web browser

The Web interfacsahown in Figure 5 provideslightly different interactive facilitiefrom the X-
windows version. The word list to the left of Figure 1 woeiither need &uge vocabulary to be
transmitted in advance, or extremely rapid Web access to provide the samesaffgticremental
transmission: thus we have (reluctantly) dispensed with this very useful faddityever, a way

[[] ==————— Netscape: New Zealand Digital Library=——————— [0 H
-
«
The University of Waikato
Search for: | Rabot |[ search ][ 100 stopwords ~
no stemming '|
all phrases -
324 mokile robot [~]
201 robotmaotion =
160 robotarm
136 robol navigation
123 robot control
102 a mobile robot
53 robot position
52 robot status
51 single robok
50 robot actions
49 robot hands
4 robot vigion |
31 mobile robot navigation =
20 mobile robotperception B
14 mobile robot localization
12 an autenomous mobile robot
i algorithms for mobile rebot
" denning mobile robot
i} the mobile robotlat
4 mobile robot domain
4 mobile robotmanipulation
4 muliple mobile robot
3 of metien and sensing for the moebile robotit continually updates the
3 the actuators of a realmobile robotit alse takes care of B
20 flexible mobile robot narigation |~ ~|
= | v o 217

Figure 5 A typical browsing screen for the Web interface



of cutting off low-frequency phrases hégenincluded. Figure 5 is set &howall phrases but

the usercould have opted instead to hide termiplatases, or, in additiomon-terminalphrases
with frequencies lesthan a selectable cutoffalue. Moreoverthe stemming featur@as been
improved: theway in which it hasbeen improved is described in the next section because its
operation is intimately bound up with the system structure.

This section gives several illustrations to convey feeling ofhow the systemcan beused to
browse a huge collection of information. Figure 5 shows phrases containing theolotavhich
was entered textually in theearchbox. Justover half ofthe top twelve terms are quitdearly
subject terms: here they inclugmbile robof robot motion robot arm robot navigation robot
control, robot handsandrobot vision The phrasa mobile robotappeardecause of the above-
mentioned problem of suboptimal rul®rmation. The page contains panefor further
expansion—three panels in all, one of which is barely visible ifridpgre. Inthe second one, the
term mobile robothasbeenexpanded.The panels can be arranged vertically,shewn in the
illustrations here, or horizontally in the fashion of Figure 1.

Figure 6 showdhe results forlanguage Nine of the twelve items visible are definitely index
terms, two ofthe remainder l@nguage constructs and language desigr) are arguably so.
Expandingprogramming languag&eads to thesecondpanel: here again nine entries are definite
index terms, twoare caused by suboptimal rule formatiomférence manual for the ada
programming languagend a databaseprogramming language and the remaining ongtems
from bibliography entries conference onprogramming language Further expansion of
programming languagedesign leads to thephrase programming languagedesign and
implementation along with a number of conferentiles and several excerpfsom actual
technicalreports (which woulchave beersuppressed ithe user hadselected thénide terminal

2390 programming language -~
1946 natural language =
474 quety language
280 specification language
229 description language
220 language consiructs
214 assembly language
205 language based
197 java language
194 functional language
185 language design
182 visual language - |
268 programming language design =
164 conference onprogramming language =
42 meld programming language
27 the icon programming language
27 pregramming language constucts
2¥eference manual for the ada programming language
2% programming language semantics
21 programming language support
18 programming language implementation
18 the charm programming language
15 ada programming language
14 a database programming language |
207 programming language designand implement] = |
28 conf onprogramming language design =
10cf the sigplan conference onprogramming language designand implemeni
7 sigilan conference onpregramming language designand implemesni
Fepresent a broad spectrum of programming language designprinciples rang
2 o make an impact onprogramming language designin proportion b
2 programming language designsemantics impl
ample betwesn ouwr approach o programming language designand other..

..sequel to computer scignce pregramming language designand an..

Lfield is the study of programming language designa broad..
Liclabes a basic principle of programming language design namely thak th
-exist in figlds such as programming language design flexibiliy of . [+]

Figure 6 Phrases containing the terlaaguage
programming languageandprogramming language design



phrasesoption).

If the userselects a terminglhrase the document irwhich the phrase occurs is displayed in a
separatdrowser window. As it ipossible—everikely—that two or more similarphrases are

drawn fromthe samalocument, weare investigatingvays to show whethis occurs to prevent

the user from selecting several interesting excerpts from the same document. Another way to avoid
this problem is to use a search engine with a higher-level phrase. If the corjpeemasparately
indexed by a compatible full text retrieval search engine, the user can initiate a traditional search for
any phrase by clicking on it with the right mouse button. A separate browser wivitlaisplay

the results of the search.

Figure 7 shows the results for the wdigital, and the expansion of the teruhigital library and
visible human digital library The lack of stemming on thghrases (as opposed ttee query)
causes problemsligital library is separated frordigital libraries; digital computeranddigital
computersare listedseparatelyMajor digital library projects are identifiedAlexandrig visible
human lllinois) along withgenerickinds of digital library (hational image medical image—
although again suboptimal phrase identification causes some redundancy.

Although it is not evident fronthe scrollbars in Figures 4—7only a very small fraction of the

index entries are shown, and one cannot help wondering what happens if you go further down the
lists. Figure 8hows, inthe toptwo panelsthe direct continuation ofigure 4b: entries (with
stop-words in force) fothe word grammar Many viable index terms appear even at theser

levels: functional grammar prefix grammar english grammardependencygrammay regular
grammar generalized phrase structure grammsegmental grammacontrol grammar At this

point the phrases that are found appear only a dores; and the scroll bdrears witness to the

fact that there is a lot further go! In the bottom panel ofigure 8, about halfwagown the list,

the terms are less consistentlyeful. There are still interesting ternssich asuzzy grammarand

=01 digital equipment =

118 digital signal =

108 digital audio

105 digital library

95 digital press

a1 digital image

a0 digital libraries

74 digital video

1 digital computers

=0 digital circuits

47 digital computer

39 digital images ~|

15 alexandria digital library |~ |

13 the alexandria digital library 5

o vigible human digital library

3 the vigible human digital library

3 the national digital library

2 medical image digital library

2 an image digital library

2 digital library dl

2 the illincis digital library

2 digital library project cacm vol no april

2 in the alexandria digital library

2 digital library applications ~|

2 risible human digital library since -~

. emvironment for an expanding ¥isible human digital library acknowledgmenty =
~broader picture as the visible human digital library grows to..

.whe for remotely exploring the visible human digital library and refrieving..

Figure 7 Phrases containing the terdigital, digital
library, andvisible human digital library



24 a conbext free grammar -
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12 gatn grammar Ed

3 alement of the grammar
3 gach element of the grammar
3 &hyirenment grammar
3 problem solver 5 grammar
3 the unknown source grammar
3 fuzzy grammar
3 grammar sizes
3
2
2
2
2
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random grammar
replay in an afribube grammar framswork with annotation is a
of the aliribute grammar when repeated ree rewrite is
are given by the following grammar ¢ v variable | ¢
problems ¢ g any abiribuke grammar any circuit et in the -]

Figure 8 Further dowrthe list of entriedor grammarthat
starts in Figure 4b.

random grammarbut there aralso lengthyphrases, such agplay in an attributegrammar
framework with annotation is,athat occuronly twice. For this reason, menu selection is
provided to limit the phrases returned to those occurring more than a specific number of times.

Bear in mind that the collectioimom which this indexwas formed contains 62nillion words,
7000technicalreports. An enormousgariety of topics iscovered, and it is not surprisirtigat as
well as genuine subject terms there ateige number of lessterestingphraseghat appeaonly
two or three times each.

4 System structure

The World-Wide Web subject hierarchyrowsing system igmplemented as a client-server
structure, andhe implementatiorposessignificant technical challenges because @heunts of
information involved are extremelarge. Hierarchiesgenerated by EuiTurR are roughly
proportional to the size of the original text—380 Ntly our main example—and it is clearly
infeasible to retain the entire hierarchy in main memiany such large corpora. Thiscreates
problems for two parts of the system: the formation of the hierarchy, and its traversal at run-time in
order to create the dynamic display. The solution to the first problem involves a modification to the
SEQuITUR algorithm, which,while simple, is notgermane to the presepaper. The second
problem is intimately connected to the process of browsing, and our solution is described here.



Figure 9 depictghe structure of thalistributed, disk-based browsing systefhe top three
processesre performed oncéor the collection, and producal of the files necessaryor the
browsing systemThe input is the text of theollection. Thefirst processthe tokenizer, parses

this text into words and forms a lexicon for it. It also producgie aontaining thefrequencies of

each of the lexicoentries, andirLs for each of thedocuments in the collection. The tokenizer
simultaneously producesséream of numbers—indexes intite lexicon—that represent thext
thereafter. These numbeaee treated as atomgymbols by SquiTur, which forms ahierarchy

from the sequences of numbers, as described in the Appendix, and outputs it as a textual grammar.

This grammar is unsuitabler browsing inits textual form for two reasons. First, during
browsing it is necessary to firal occurrences of a particular symbol—whetheward or a
reference to a rule—in thgrammar.Without anindex, this requirethe entire file to bescanned.
Second, finding a particular rule in order to compute its expansion requires a sgailain order

to make these operations acceptably fast, a representation of the grammar is créistedvbare

a symbol is represented by a fdayte integer. This allowshreeauxiliary indexes to be buithat

record offsets in the grammar file. The first, thesindex, specifies the file offset on disk where

each rulebegins.The secondthe symbolindex, listsall offsets foreachunique symbol in the
grammar. Becausgymbolsoccur a variable number dimes, asecond-level index records the

start of the list of occurrencésr eachsymbol inthe symbol index.The third indexrecords the

offsets ofthe start of each document in r8eln addition to thendexes there argwo files that

record the frequencies of words and usage of rules. These are used for calculating stop-words, and
for ranking rules by usage. All of these files are indicated by the store labeled “disk-based grammar
with inverted index” in Figure 9.

Once the files are produced, a server is started that awaits queries on aT$mcketaller indexes

can be kept in maimemory, butthe grammar and th&ymbol indexare accessed lgisk seeks.

When a word is requested, it is translated to its inddkdrexicon angassed to a prograthat
traverseghe hierarchy orlisk. Each occurrence of theord islocatedusing the symbol index,

and theexpansion ofeach rule is calculatednd returnedThese rulesare expressed asvord
numbers, and the numbers are translated back into words before being returned to tAdocigent.

with each rule, the non-terminal representinat rule isreturned, taallow queries to benade on

that rule, and so on, recursively. Each query involves at least two disk seeks per item returned, but
network transfer time is usually the bottleneck.

Stop-words are implemented using the lexicon frequency fileasmdperationally defined as the
100 most frequent words. Thisvel is user-adjustable ashown in Figure 5. If a phrasxtends
the query word or phrase bsnerely adding astop-word, forexample thephrasethe grammar
based on the worgrammar thatphrase is considered uninteresting. In this cab®ccurrences

word textual
text ) rammar .
— tokenizer m» SEQUITUR g indexer
) disk-based
lexicon grammar
word frequencies with inverted
document index index
4
phras%s \ phrases
. as words word as numbers traverse
d L L . —> .
Java client \ translation hierarchy

» socket
1 interface

run-time

Figure 9 The distributed, disk-based browsing system



of the phras¢éhe grammararesought,and processing continues recursiveltil all contribute at
least oneword that isnot a stop-word tdhe query word or phrase. Threcursive expansion is
performed by thetfaverse hierarchyprocess in Figure 9.

As mentioned earlier, an improved stemming feahagbeen added to theserinterface:Figure
10 showsits effect. Acollection of six months ofthe Journal of Biological Chemistry was
gueried with the wor@nzymesThe terms returnethclude methodsenzymol a commonly-used
abbreviationfor the journalMethods in Enzymologyothrestriction enzymesand restriction
enzymeenzymaticactivities and soon. Stemming is implemented kbpvoking a black-box
stemming algorithn{we usethe Lovins, 1968,stemmer) on theser’'s query word ithe “word
translation” block of Figure 9, and expanditngit stem against the lexicon file laxate allwords
that match. Theneachsuch word is processed to firtle non-trivial rules that containit, as
described above, and the results are concatenated and sorted before dismayitmgtheuser. In
our initial tests,stemming appears to significantly enhance the liseohs. Weplan to improve
stemming further by merging termaghentheir stemmedersionsare identicalFor example, the
termsrestriction enzymesand restriction enzymein the second and thirdows of Figure 10
would become a single entry.

5 Discussion

The intention of this work is to give the user a good idea of the subgtdr of the text in a large
collection, and present it imanageablehunksdetermined by the branching factor edichrule.
This is especially evident at the very top levdhere, inthe examples ofigure 4b and Figure 8,
the list of rules involving the worgrammarprovides a plausible taxonomy of concepts involving
grammars.The terms in the list beasome resemblance to entries irtraditional book index.
Whereas they may naiways be ofthe same quality as hand-craftedtries,they do have the
advantage of being inferred automaticaor multi-gigabyte corpuses this advantage becomes
significant.

The hierarchyproduced by outechnique contrasts witprimitive methodssuch as keyword-in-
context (Kwvic) displays, wherall occurrences of a seartérm aredisplayed along with the
surrounding context. Wic indexes do not scaldecause the amount displaygat any given
search term depends linearly on the size of the collechanis presumably whyhey have fallen
out of use. In ourhierarchical approach,the amount displayedrows logarithmically with
collection size (although we have not yet been able to establish this result theoretically).

Herearetwo examples thatinderscore this poinEirst, considerthe discovery ofthe acronym
PCFGsthatwas madewhenanalyzingFigure 4. The fact thatthis acronym co-occurs with the
phrase several times would not be visually apparent ma display, and would not receive much
prominence. Itembodiment in aule, however, ensurdlat the &QuiTur-based methogbuts it
near the top of the list of occurrenc€gcond,the word index occurs 48#imes in the collection
used tocreateFigure 1, in two hundredeparatenews articles. A Kic display ofeach of these

1240 methods enzymol

M2 reslriction e nzymes

265 reslriction e nzyme

255 enzyme linked

219 article enzymology

180 wild type enzyme

134 enzyme activities
122 mutant e nzymes

116 enzymatic activities
109 enZyme assays
101 native enzyme

a7 purified enzyme ~|

Figure 10 Query orenzyme®n the Journal of Biological
Chemistry collection using stemming



occurrences would be less than useful. The display wwaud been cluttered wpith many junk
occurrences oindex htmandindex html, and the keyhraseindexing andretrieval would be
unlikely to be spotted, as would the other key phragason index knowledge indexndexing
nlp, web indexand so on.

Although %QuITuR's phrasegjive agood general idea of thetructure of the grammar and the
frequency of thephrases,there are several situationghere phrasesare given too much
importance—or too little Phrasesreceive artificially high frequency when an author quotes
sections of a paper in its abstrast—worse still—whenthe title of apaper is repeated in the
header of every page. It is usually obvious when this has happenadsehrasedecome very

long and occur at the same level of the grammar. Similar problems have been encountered with the
headers of news articles, and with references and bibliographies.

SEQUITUR'S grammars often result in phrase boundary conflicts. For exathplghraseindexing
and retrievaloccurs twice in the first column of Figure(The first occurrence imade up of the
symbolsindexing andandretrieval, and the second @fidexingandand retrieval.) Due tothese
conflicts, important phrases may be overlooked becauseatheayot listed as prominently as they
should be.This suboptimality also gives rise to uninteresfoigases such as mobile robotin
Figure 5. This is an unfortunate side-effecttlué greedy algorithnthat we use for efficiency
reasons. However, this problem will be correctedh®new stemmingprocess, whichwill post-
processhe phrases beforthey are displayed to theser andamalgamatentriesfor phraseghat
stem to the same thing.

Another problenresults from oudefinition of commornwords asthe most frequently-occurring
terms in the collection. Sometime®rds are inappropriately classed ‘@®mmon.” For example,

in one subcollection of the Computer SciedeehnicalReport library,neural was found to be
among the one hundred most frequented words. Irthe Journal ofBiological Chemistry, the
word aminowas deemed a stop-word, so the pheas&o acidwas expanded as an uninteresting
extension ofcid. We are experimentingith the idea ofhaving a fixed list ostop-wordsrather
than inferring them from the collection on a frequehagis.The static list could be formdshsed
on the intersection of frequent words from a number of diverse collections.

6 Conclusion

The thrust of this research is to busigstemghat letusersbecome familiawith the content of a

digital library by browsing a hierarchical structure of phrases that are repeated frequently within the
text. Despite our purely lexical approach to phrase identificatiorstthetureshat are obtained in
practice frequentlgorrespond to plausibleonceptuahierarchies. This permiterge corpora of

text to bebrowsedefficiently, and any particular document can be accessed in a humdtepsf

that varies with the logarithm of the size of the corpus.

The method can besed for veryjarge collections, and its operatibasbeen demonstrated on a

text base of 62million words. Wehave recently developed a bounded-memassion of the
SEQuITUR algorithm that allows us to process texts of arbitrary size, although some work still needs
to be done to make all processing steps operate successfully with unbounded collections.

We believe that in the context of large information baseh aghe New Zealand DigitalLibrary,
this interface will obviate the “query and hope” approachrtawsing,and allowusers tadevelop
an intuition that would otherwise be very difficult to acquire.
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Appendix: The S EQUITUR algorithm

The basic insight of thphrase-finding method ithatany phrase which appears more tlnce

can be replaced by a grammatical rule that generateghtiase,and that this processcan be
continued recursively. The result is a hierarchical representation of the original sequence. It is not a
grammar, for the ruleare not generalized and are capable of generatilygonestring. (It does

provide a good basis for going on itafer a grammar, buthat is beyondthe scope of this
appendix.) Ascheme thatesembles the one developed harese fromthe area of language
acquisition(Wolff, 1980). Howeverthe algorithm we describe takase linear in thdength of

the inputsequence, whereas Wolff's is quadratic. This &lémved us to investigate sequences
containing several milliomokens.Nevill-Manning (1996) andNevill-Manning andWitten (1997)

gives a more comprehensive description of trgu§ur algorithm and its applications.

SequiTur forms agrammar from a sequenbased onepeatedphrases in it.The key difference
from conventionabrammatical inferenceechniques, and from dictionary-badedt compression
schemes (see e.g. Bell al., 1990), isthat a hierarchicadtructure is formed frorthe sequence.



Each repetitiorgives rise to a rule ithe grammar, and iseplaced by a non-terminaymbol,
producing a more concise representation of the sequence. It is this pursuit ofthegvtives the
algorithm to form and maintain the grammar, and ag-product, provide &ierarchical structure
for the sequence.

We illustrate the algorithmasing characters as phrase structure elements, althobghapplying
the method tdorowsing wegenerallyuse words. Athe left of Figure 11a is a sequendieat
contains the repeating stribg. Note that the sequence is already a grammarivial one with a
singlerule. To compress it, a nemle A - bc is formed,and both occurrences dic are
replaced byA. The new grammar is shown at the right the Figure.

The sequence ifrigure 11b shows howules can bereused in longerules. It isformed by
concatenatingwo copies ofthe sequence ifrigure 1la.Since it represents agxactrepetition,

compressiorcan be achieved by forming the ride— abcdbcto replaceboth halves of the

sequence. Further gairtan be made byorming rule B - bc to compressrule A. This
demonstrates the advantage of treating the sequencs, aslgart of the grammar—rules may be
formed in ruleA in an analogous way to rules formed froute S. These rules within rules
constitute the grammar’s hierarchical structure.
The grammars in Figures 11a and 11b share two properties:

p1: no pair of adjacent symbols appears more than once in the grammar;

p,: every rule is used more than once.

p1 can be restated as “every digrantha grammar isinique,” andwill be referred to asligram
uniquenessp, ensuresthat each rule isuseful, and will be called rule utility. These two
constraints exactly characterize the grammars ti@iiir generates.

Figure 11cshowswhat happens whethese properties angolated. The first grammar contains
two occurrences dic, sop; does not hold. This introduces redundancy bedawiappears twice.
In the second grammad,is used only once, §® does not hold. If it were removed, tgammar

would become more concise.

The grammars ifrigures 11a and 1l&re theonly ones for which both properties hold fach

sequence. However, there is not always a unique grammar with these properties. For example, the
sequence in Figure 1lshn be represented Ipth ofthe grammars on iteght, and they both

Sequence Grammar Sequence Grammar
a| s _ abcdbe S - aAdA b|'s _ abcdbcabcdbe S - AA
A - bc A - aBdB
B - bc
C| s - abcdbcabcdbe S . AA d| s _ aabaaab S - AaA
A - abcdbc A - aab
S - CC S - AbAab
A - bc A - aa
B - aA
C - BdA

Figure 11 Examplesequences and grammahat reproducethem (a) a
sequence with oneepetition;(b) a sequence with a nestezpetition; (c) two
grammarghat violate theéwo constraints; and (d) twaifferent grammars for
the same sequence that obey the constraints



obeyp; andp,. We deem either grammar to be acceptable.

SEQUITUR'S operation consists of ensurindhat both propertieshold. When describing the
algorithm, the properties act esnstraints.The algorithm operates by enforcing the constraints on

a grammar: when the digram unigueness constraint is violated, a new rule is formed, and when the
rule utility constraint isviolated,the uselesgule is deletedThe nexttwo sections describe how

this is performed.

Digram uniqueness

When a new symbol is observed, it is appended tdS ke top-levelrule. The lasttwo symbols

of rule S—the new symbol and its predecessor—form a new digram. If it occurs elsewhere in the
grammatr, the first constraint has been violated. To restore it, a new rule is formdigevdigram

on the right-hanagide, headed by amew non-terminalThe two original digrams are replaced by

this non-terminal. However, the appearance of a duplicate dido&s not always result in a new

rule. If the new digram appears as the right-hand side of an existing rule, then no new rule need be
created: the digram is replaced by the non-terminalhibatisthe existingrule. The hierarchy is

formed and maintained by an iterative process. Changes ripple threugtammar, forming and
matching longer rules higher in the hierarchy.

Rule utility

So far, it seems that the right-hand side of any ruteengrammar willonly ever bewo symbols
long. However, longer rulesre formed by the effect of the rullity constraint, which ensures
that every rule is used more thance.When anew symbol is appended tioe top-levelrule, the
new digram that it creates may begwith a non-terminal symbol—which must of course be
defined elsewhere in thgrammar. Suppose this neligram appears only once therest of the
grammar.Then anew rule will be defined to replace thsigram. The fact that the non-terminal
symbol is only used in this new rule violatée rule utility constraint. Thereforéhe non-terminal

is removed from the grammar, its definition being incorporated into the newhatilgas justbeen
formed. This isthe mechanisnfor forming long rules: form a shorule temporarily, and if
subsequent symbols continue the match, allow a new rule to supersede the shorter one.



